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What is the problem?



• The development of systems in defence industry, e.g. aircraft 
or satellite, involves numerous engineering from different 
disciplines. 

• Know more about the structure of the problem since the 
number of interactions among various sub-problems can lead 
to a significant level of complexity.

• Trace the structure of design problems, match that to the way 
designers tackle those problems.

• A better understanding of the way designers work and why 
take the actions we see.

• Quantitative analysis to obtain insights of the design problem 
(hidden pattern and structures).

Motivation



• Design Structure Matrix is a matrix 
representation of a complex.

• Our previous work* regarding MDS clustering 
provides a rigorous study of its application to 
DSM modular analysis.

• Tailor our previous algorithm for the 
structuring of design problem.

Background

*



Examples

Team-based design for satellite Aircraft design problem 

How to organize various subsystem design groups or their activities to ensure 
the efficiency of work?

Notice the number of interactions among various sub-problems 
lead to a significant level of complexity.



How to do it?



• DSM and graph representation of a design problem

– A complex design problem can be represented by a graph of 
interactions. 

– The relationships between elements can be mapped to a matrix, 
called a DSM

Problem formulation

A binary DSM5
And its graph

A integer DSM5
and its graph



Algorithm and Procedure

X1
Assign an integer ranging from 1 to 5 to replace
The dots according to the size



Algorithm and Procedure

SMACOF: Scaling by Majorizing a Complicated Function is one type of multi-dimentinonal
scaling (MDS)techniques.
Provide an approach for multidimensional scaling based on stress minimization by means 
for majorization
Represent elements in a few dimensional while preserving their multidimensional inter-
interm similarity as close as possible.



Algorithm and Procedure

Representation in new 2D by SMACOF

Input is DSM5 a 5 × 5 matrix
Set 𝑚 = 2, output is a 5 × 2 matrix.



Algorithm and Procedure

Clustering is a type of unsupervised machine learning to discover the hidden 
structure.
What we use is agglomerative hierarchical clustering: build a hierarchy 
structure of clusters by mearing all objects, producing a single, all-inclusive 
cluster at the top, and singleton clusters of individual objects at the bottom. 
Objects are compared using 𝐶𝑜𝑠𝑖𝑛𝑒 distance, the angular difference of the 
two data vectors. Two clusters with the smaller distance are joined.



Algorithm and Procedure

The solutions of hierarchical clustering are called 
dendrogram.
Represent nested clusters for DSM5.
A quantitative description of data properties.
A partition can be obtained by cutting the dendrogram 
at a certain level.

Distance between clusters
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Algorithm and Procedure

Compare the quality of the partition solutions using

When we calculate the cost for a range of partitions, the cost value first decrease as the number 
of cluster increase. Then, the cost value increase, as a result of an increase in the number of 
interactions outside the partitions. The minimum value for the cost is considered as the optimal 
partition.



Algorithm and Procedure

Cost = 72

Cost = 78

The optimal 𝑘∗=2. If there are no design constrains, 
We suggest the solution preference is 



Algorithm and Procedure

1) Comparison of the obtained partitions with the reference partition 𝑃𝑟𝑒𝑓

2) Comparison within the obtained partitions 𝑃2, 𝑃3, … , 𝑃𝑛−1

Use Jaccard index to compare partitions

The number of members shared between both sets/the total number of members in both sets

𝐽𝑎𝑐𝑐𝑎𝑟𝑑  𝑋, 𝑌 =  𝑋 ∩ 𝑌 / 𝑋 ∪ 𝑌  



What are the results?



Industrial Case Study 1*

Team-based satellite design problem.
16 subsystems/disciplines, marked as DSM16
X presents the interaction among members
Transfer it to a binary matrix.
New-Girvan algorithm is adopted to obtain 

*

4 clusters

Dendrogram identify the related 
elements, such as Thermal[12] and 
Electrical power[14] .

3 clusters
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• Compare to 𝑃𝑟𝑒𝑓, our result has lower cost value of 264.

• The optimal number of cluster 𝑘∗ = 4.

• Compare the obtained 7 partitions (𝑃𝑘=2,…, 𝑃𝑘=8) to the 𝑃𝑟𝑒𝑓 with 

Jaccard index, 𝑃𝑘=5 is the most similar one to the reference partition.

• Launch Vehicle (1), Integration and Test (15) and Parametric Cost (16) are 
included though there are not any dependencies to other disciplines. Set 
the design constraints here that (1), (15) and (16) must be located in 
independent groups. Then we revise the partition with the same lowest 
cost 
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• Use a colour-coded 
graph to indicate the 
hierarchical 
modularity of the 
optimal partition.

• The teams with the 
same colour should 
work more closely 
together.

Industrial Case Study 1*



Industrial Case Study 2 *

*

Activity-based DSM15 for aircraft design problem.
15 elements, presenting various decision-making activities of the whole 
design problem.
Entities represent the information flow between elements.
Larger dots denote stronger coupling between the disciplines.
The dendrogram represents nested clusters for DSM15.
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• Plot of cost vs.k suggests the optimal 𝑘∗=3.
• 𝑃𝑘=3 is not satisfied as element Optimization(1) is a bus-like 

element which has links to most of the rest activities.
• Look for a partition with low cost and in which the 

Optimization[1] is isolated. 
• Revised our preferred partition to 𝑃𝑘=4.
• The rest elements group very well as very few interactions 

are outside the cluster.
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• Use a colour-coded graph to indicate the hierarchical 
modularity of the optimal partition.

• The activities with the same colour should work more 
closely together.

Industrial Case Study 2 *



Conclusion



• Knowledge about the structure of a problem is 
important for deepening understanding of design.

• A DSM-based SMACOF hierarchical clustering 
method is proposed to model, analyse, and 
manage the complexity of design problems.
– Perform well and capable to build a cluster hierarchy 

for a large problem.

– Use Cost to determine the preference solution.

– Use Jaccard to compare partitions  and reveal more 
insights  

Conclusion
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