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" Context
** Industrial objective and research question
= safe Logical Architecture Process Definition

- Application to a case study
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Context @ UNIVERSITE

GROUPE

wd
Cars are more and more complex

@ [ncreasing number of Advanced Driver Assistance Systems (ADAS) and of
electronic parts

@ More severe requirements :
e Reduction of polluting emissions
e Safety goals...

> Model-Based Systems Engineering has been introduced in car design

offices. “Model-Based Systems Engineering (MBSE) is the formalized application
of modeling to support system requirements, design, analysis, verification and
validation, beginning in the conceptual design phase and continuing throughout
development and later life cycle phases.” INCOSE MBSE, 2007

= car designers must apply a safety standard (ISO 26262) that will guide
them for the design of a safe system

® |mproved efficiency of safety analysis
@ Better traceability of safety requirements
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" cual situation Redundant analysis

Systems Safety
Engineering Analysis
Loss of
Very important information

Loop Time
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Research question D ARE

GROUPE

System Model + Failure annotations = Global view of failure:
of components /

Dependability Study

/ l'hﬂ\‘lm Hazards
%_é%/ g g System failures /’/ * <—i
@ ’ Fault Tree " e “ - E%:'? g 4—_)

Synthesis & ~~ ==

@’ i ~ Analyms Component failures

Extract useful informations from SE Models
for safety analysis

(Papadopoulos, 2013) (Lanusse, 2013) Link SE and Safety processes to improve
process exchanges (Cressent, 2012)

‘%E,é =)

\.l

System Specification MOdeli_ > No Safe SE process
Y O I N Research question:
Aliafiica ﬁ e how to better integrate
(Model-Based) Systems
class HydraulicPump . .
Boolean.working (reset = false)f' Eng[n eer[ng processes
even.t .fallure (delay = exponential(lambda)); .
tr?ar;rl:tre: working -> working := false; and SafEty StUdles ?
end

Define a pivot language to articulate SE and Safety Domains (Rauzy, 2014)
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Industrial objective and research question @umvsnsné
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" cual situation Redundant Analysis

Systems Safety
Engineering Analysis
Loss of
Very important information
Loop Time
Target situation No redundant Analysis

=>» How to define a safe SE process? (shared models)

Safe Systems
Engineering

Specific Safety
Analysis

No loss of

Few iterations information
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A safe systems requirement engineering process

Hazard: potential source of harm

Harm: physical injury or damage to the health of people

In previous work:

A method to specify safety goals and
ASILs related to the prevention or
mitigation of hazards.

Mauborgne, P., et al. (2016). Operational
and system hazard analysis in a safe
systems requirement engineering
process — Application to automotive
industry. Safety Science, 87, 256-268.

Automotive Safety Integrity Level
(ASIL) is a measure of criticity of each
hazard including the probability of
exposure, controllability and severity,
with A representing the least stringent
level and D the most stringent one.

A safety goal is specified for each
hazard with its respective ASIL.

Concept phase

=<4

86 Specification and management of safety requirements

Product development

\/

Crve rall mamagement of safoty re quiremenis
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3-T Hazard analysis and

risk assessment

Specrfication of safety goals

}

3-8 Functional safety
concept

Speciic stion of unchional safely
ragui rarm ants

446 Spacification of the
technical safefy requirements

Spacification of lechnital &afaty
reg i e et s

4-7 System design

System design specificalion

GROUPE

Overview of the safety requirements process (I1SO 26262)

A

5.6 Specification of hardware
salety requirements

646 Specification of software
safety requiremenits

Hardware safety requirements

Softwarae safety reguirements
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Focus of this paper @ UNIVERSITE
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4
3-7 Hazard analysis and
risk assessment

" Based on the safety goals, a functional safety
concept (I1SO°26262-3) is specified considering

Specification of safety goals

Concept phase

;
-
£
preliminary architectural assumptions. The functional S E I
. . . . ..z ¢ 3-8 Functional safety
safety concept is detailed and specified by functional 2|2 SRR
ol = pecification of functional safety
safety requirements that are allocated to the v § % “4'
elements of the item. A TP
E :.'. technical safety requirements
g H Specification of technical safety
§ € % requirements
A1 1
_g E 4.7 System design
. .g g Syslem design specification
@ In this paper, we focus on the proposal of a 3 T T
Safe Logical Architecture Definition Process : il I e
that enables tO define the funCtiOnal safety \ Hardware safety requirements Software safety requirements

requirements

@ In the case study presented in this paper, we
will limit the specification of a functional safety
concept to the introduction of “safety
functions”
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Steps for the Safe Logical Architecture (SLA) @ UNIVERSITE
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Safe Logical Architecture

i define it?

Which are the i [FEEE |
key concepts? T Which miathods 1o

i SSE Processe

IR Ve Sl S LN integrate these

...... activities?

SLA Definition Method
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Conceptual model - Logical view UNIVERSITE
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Which are the

key concepts? —_—
Operational Situatior] Operational Mode| Technical Requirement _ isa Safety Goal
ASIL
defines
is refined into #a atisfies
is allogated to
Interface
Functional Safety Requiremen External Measure
I ASIL
& I allocated tg
Function I
Subfunction .
support! Behavior
is refined ifito is refined ifto is allofated to s allocyted to specifies
MEI Flow L< transforms
Deviation
Input Flow
Output Flow Safety Function | Safety Measure
Control Flow includJs
. has
oceursin is]a rouped into
activates, controls, triggers Logical Block
Interface
DTW \ Functional Failure Modé Safe State
Functional Scenariq Functional State/Modé
dfscribes
qualifies
L B .
— = qualifies
e ——

functional safety requirement: specification of implementation-independent safety behavior, or safety measure
functional safety concept: specification of the functional safety requirements, with associated information,
their assignment to architectural elements, and their interaction necessary to achieve the safety goals
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Proposed Safe Logical Architecture (SLA) @
Definition Process

GROUPE

How to define it? SEBoK: Systems Engineering Body of Knowledge (www.sebokwiki.org)

Determine functional view of the logical Define technical functions by decomposition & Identify
architecture the functional failure modes

Define functional interfaces and control flows
Define critical dysfunctional paths

Refine the view by adding safety concepts including Safety

Functions
Define behavioral view of the logical Define modes and states of functions (nominal, degraded,
architecture safe)

Define functional scenarios (nominal and dysfunctional)

Group functional elements into logical blocks

Derive and allocate technical requirements of higher level including Safety Goals

Assess candidate architectures and select  Evaluate satisfaction of technical requirements and
one Functional Safety Requirements

Assess candidate architectures and select one
Update the logical architecture as physical architecture choices are made
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Proposed SLA Definition Process

How to

define it? INPUTS

System
Requirements
(inc. Safety
Goals)

Iterations are
not represented

ACTIVITIES

START

@

’,

Al — Determine functional view of logical architecture

[ A1l — Define functions by J [ A12 — Define functional ]

UNIVERSITE
DE LORRAINE

OUTPUTS

: A7 — Update the logical architecture as physical choices are made

END
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decompl)osmon interfaces and control flows Logical
P v '™ Architecture -
[ A13 — Define critical dysfunctional paths ] Functional view
v
[ A14 — Refine the view by adding safety concepts including ]
3 Safety Functions
Y
A2 — Define behavioral view of the logical architecture
1 A21 — Define modes and states of functions ] Logical
B v - D Architecture
[ A22 — Define functional scenarios ] Behavioral view
v
A3 — Group functional elements into logical blocks ]
Y System
A4 — Derive and allocate technical requirements including SG }_; Requirements
y (including FSR)
A5 — Evaluate satisfaction of technical requirements and FSR ]
v
A6 — Assess candidate architectures and select one ]
v

GROUPE
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SLA definition method — Functional view @ UNIVERSITE
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" A13 - Define critical dysfunctional paths

INPUTS

System
Requirements
(inc. Safety

Goals)

ACTIVITIES

Al - Determine structural view of functional architga#

A11 — Define functions by ( Al siCtional
decomposition ‘ «& control flows

A13 —Define critical dysfunctional paths

Al4 —Refine the view by adding safety concepts including
Safety Functions

A2 — Define behavioral view of the functional architecture

START
2

A131 —Identification of flow deviations associated to Hazard

Y

A132 —Local dysfunctional analysis for a critical flow deviation of a function

k3

A133 — Identification of output flow deviation on upper functions

Yes

[untreated flow deviation]=0
No

Al34  Analysis of loops

Y

A135 —Dctermination of critical dysfunctional paths

[ A21 — Define modes and states of functions ]
¥ §

Functional
Architectare
Structural view

Tunctioral
Architectare

[ A22 —Define functional scenarios characterizing dynamic ]

¥

A6 — Assess candidate architectures and select one

12

J
]
)
)
J

[ A5 —Evaluate satisfaction of technical requirements and FSR
[ A7 —Update the logical architecture as physical choices are made

sequence
v
A3 — Group functional elements into logical blocks
2 System
A4 — Derive and allocate technical requirements including SG Requirements
(inc. FSR)
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Application to a case study @ UNIVERSITE
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*In previous work, we have proposed a method to define Safety Goals (SG) related
to the operational (external) view of the system (Mauborgne, et al., 2016).

" We focus now on possible critical dysfunctional paths of the hazard: unintended
acceleration of the vehicle.

" As an input of the current process, there is a Safety Goal concerning an output
flow of the function of the powertrain system which is called ‘Generate
Mechanical Energy’(GME) which is one of the principal function of the vehicle.

PHA of “Unintended acceleration during driving™.

System Phase Output flow Hazard Hazardous event Harmful event Situation with harm

Vehicle Driving Torque to road Unintended acceleration Unintended acceleration during driving Shock Critical injuries of the driver

Prob. of Sev. Control. | ASIL | Avoidance scenario Safety Goal

exposure

E4 S3 c2 C Reduction of The difference between driver’s intend and the acceleration of the vehicle must be less than Y
performances %

Mauborgne, P, et al. (2016). Operational and system hazard analysis in a safe systems requirement engineering
process — Application to automotive industry. Safety Science, 87, 256-268.
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Application to a case study
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- Preliminary logical architecture: GME is broken down into four sub-functions that
are ‘Provide combustion with fuel’, ‘Provide combustion with air’, ‘Perform

combustion’, and a control sub-function (Activities A11 & A12) (according to an
architectural pattern - not described in this talk).

GROUPE

Pedal_Angle_Acceleration

_ Command
ibd [«Function= Block] Generate Mechanical Energy [NominalStructure]

L
Pedale_Order ,.[ l Command
«Block, ContraiGhmm zrdFunctions =

GME Control Command

y N | .J
PCAmntrnl'l— I--J PCFeontrol

PCcontrol |
L. Control
«Block, Functione |
FuelInput| Provide combustion with fuel |
fuel i Control
] I [ ,
FuelD t e - «Block, Functions=
o Control |l - u'ﬁJ_Lv-J - Perform Combustion O%'Iiediawbaf_mergy
U - " [ —rl]
| . Pmueﬁc:ﬁm-m:mair lﬁeruu:lut = Aernputi Energy'Dut;T Energy_Output
tio [ 1 : L
B air :_i'm‘l'mpur L '—r'
AirInput _|'
< |
IBD in SysML The first sub-function that has to be considered when

studying the dysfunctional aspect is ‘Perform combustion’.
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Application to a case study @ unverste ==/

" Local dysfunctional analysis: definition of logical equations

Control—
par [«Function:= Block] Perform Combustion [Ll:ugil:aIqu.r.:[l:un]

e Control:deviationflofulist
FuelInput FuelInpyt:deviationflowlist «Cons__intProparrys
Iz LogicalExpression

Constrainis EnergyQutput:deviationflowlist

{01} {{Unintended} EnergyQutput{Unintended)=Fuellntput{Unintended) OR. Control(U... |

) {0} L oss} EnergyOutput{Loss) =FuelIntput{Le ss) OR Airlnput{Loss) OR Control{Loss)...—
Airnput | {{Loss} gyOutput{Loss) tput{Luss) put(Loss) (Loss) .

e ——

Airlnput:deviationflowlist

Fail-ureMu-de:.ﬁiluremndelis.

[{ «ConstraintPro] |
FailureMode | FailureMode:failuremodelist

Parametric diagram in SysML

EnergyOutput(Unintended)=
Fuellnput(Unintended)

OR Control(Unintended)

OR FailureMode (Unintended).

Pedal_Angle_Acceleration Comman d
ibd [«Function= Block] Generate Mechanical Energy [MominalStructure]

Pedale_Order - ‘
«Block, ContrafComm and Functions
GME Control Command

PCAmnh’uI| ! FCFcontral PCcontrol
J Control
«Block, Functions: ]
Fuelnput Provide combustion with fuel
fuel i 1 Control
Fuellnput FuelOutput  fuef L «Block, Functions
Control e Perform Combusti
«Block, Functions . rgyOutplt Eneray_Output
Provide combustion with air : AL T ai Aringut)
s [ArApOE
Arlrput |
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" Definition of enriched logical architecture — functional/dysfunctional view

par [«Function Block] Per

Fuelinput Fu=|ln?|t:d=vllﬁnnﬂnmit

Control—

of 1
-form Combustion [LogicalEquegion]
:nnwu\:dzv\auunﬁl\lst
«Cond_intProperty»

deviation
linked to th -

— i il LogicalExpression
Pedal_Angle Ar.celerahon Command
| ibd [«Function: Block] Generate Mechanical Energy [5F structure] o
Pedale_Order Commant? .
aBlock, Comc.omrmndFurnnn'r =
GME Control Command Carrection_SF
L
B 0 u
PCFeontrol S o
Control |
' Block Funcriods
i Provide combustion with fuel Output flow
Fuﬂlnmt ‘ deviatjon on
upper
i G __
- ;#ut D_ | functions  |nput ﬂow--i : “
| — | | deviation | — uBlock, Functions ]
P Fuellnput Perform Combustion |
Cantrol s i
i «Bkck.ﬁntﬁommm = | — . EHEI'QPDU'EIJU’E
| Provide combustion with air
AirInput AirInput. = A"'I”P‘Jt
0 u [e——i . functional failure modes
A

a'-urﬂutput |
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Application to a case study @ UNIVERSITE
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" Definition of enriched logical architecture — functional/dysfunctional view

Control—
par [#unction Block] Perform Combustion [LogicalEquegor]
Control:deviationflolyist

— Fu‘,,nm Fu=llntttd=vlnﬂmﬂnmnt Lo::lix ::.:;:n
Pedal_Angle Ar.celerahoﬂ — Command |
| ibd [«Function: Block] Generate Mechanical Energy [5F structure] e
Pedale_Order : Cc-mmam?
aBlock, ContraicammandFunciane =
GME Control Command Correction_SF
L
A31
1 1
' B Ceontrol
PCFeontrol Pcm:onh'or A32
i «Block, Safety Functions
Control | : Safety Function 2
wBlock, Functio ni; 3
Provide combustion with fuel Output flow
Fuslinput deviatjon on 5
[} 1 upper
Fuel[n;ut ‘D_ | functions Input flow | Control
@ S FueIDuu:utT deviation ! o uBlock, Functions %
Fuellnput Perform Combustion Output flo
' deviation 3
Control | B L linked to the
i «Biock, Funcion» = | l_l i Energy[]u’q:lﬁt Energf_ ﬁy goal
At % lfvlﬂ Provide combustion with air |
I 3
B 5 [ . functional failure modes

‘ mfbutput |
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A14 - Refine the view by adding safety concepts @ UNNERSITE
including Safety Functions: Consistency checking
from a safety viewpoint
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" We have created a prototype with the language Prolog. It consists in formalizing by N

means of logical equations the value of an output flow that can lead to a hazard,
based on the values of the inputs and the functional failure modes of the functional
view of the logical architecture.

** The different programs that have been developed allow to perform these analyses:
@ Verification of the adequacy of the behaviors of the sub-functions with the

behavior of the composed function (verify the compositional laws)
@ Search for critical dysfunctional paths. In logic programming, the fault modes A%2

of the subfunctions and / or their inputs on the critical path are identified. The
result is the set of dysfunctional critical paths for a chosen hazard.

@ Verification of candidate architectures after the introduction of different
safety functions. The search for critical dysfunctional paths is performed again
to determine which ones have been deleted. This makes it possible to check
the effectiveness of a Safety Function. The system architect can then compare
(1) the properties before, then after the introduction of the Safety Function
and (2) several candidate architectures.

*® Details: Pierre Mauborgne’s PhD thesis (Mauborgne, 2016).
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Conclusions & Further Works @ UNIVERSITE

- Conclusion
® a method

e systematic, not dependent on the user

e consistent with the ISO 26262 standard

e A step towards a safe systems engineering process
- Advantages

@ Enriched logical architecture model
e No redundant analysis - No loss of information
e Introduction of a Safety Function =2 reduced loop time
e Safety specialists can focus on quantitative analyses.

" Further Works

@ Consider different patterns of safety functions
@ Extend this method to the physical architecture
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Automotive Safety Integrity Level

Automotive Safety Integrity
Level (ASIL) is a measure of
criticity of each hazard including
the probability of exposure,
controllability and severity,

with A representing the least
stringent level and D the most
stringent one.

The class QM (Quality
Management) denotes no

requirement in accordance with
1ISO 26262.

Pierre Mauborgne et al. - CSD&M Congress - Paris - December 13th, 2017

El
E2
E3
E4
El
E2
E3
E4
El
E2
E3
E4

@

C1
QM
QM
QM
QM
QM
QM
QM

QM
0])%

o

UNIVERSITE
DE LORRAINE

C2
QM
QM
QM

QM
QM

o

QM

GROUPE

C3
QM
QM

™ >

QM

O O @ > O 0 >

22



